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ABSTRACT 
Outlier detection is a significant research area in data mining. An Outlier is a point or a set of points in a data set 

that exhibit a different behaviour compared to other objects. In static data sets, these anomalous patterns or 

variability can be detected using the traditional outlier detection techniques. The detection of outliers in data 

streams is a challenging task as changes or updations may take place during data processing and from multiple 
sources at a high rate. Here conventional detection techniques cannot be applied directly to achieve the time and 

space requirements in data streams. Combined approaches of several techniques are essential to extract outliers 

from such knowledge set. This paper focused on various algorithms used in density, distance, clustering based 

outlier detection among data streams and portrayed the metrices used in outlier detection. Also proposes a 

generalised framework to detect outlierness of an object in datastreams 

 

KEYWORDS: Outlier, Data Stream ,Distance based , Density based,Clustering based. 

1. INTRODUCTION 
Now a day’s enormous amount of unformatted raw data is circulating through internet and other data processing 

sources. Extract relevant information from the web for real world applications, we need a technique to sieve the 

valuable data from the raw data available in the internet. To extract relevant information from the raw data,the 

whole data should undergo some pre-processing steps. The main pre-processing methods [1] involved are data 
cleaning, selection, integration and transformation. Data mining techniques can then be applied to gather 

relevant knowledge from the web. 

 

Data mining refers to the findings of patterns of interest from knowledge set through data analysis and data 

categorization. The knowledge sets can be categorized into static data sets and data streams. Static data sets are 

those data sets in which the data recorded will not be changed or updated.  For example, while filling   online 

application form we can only choose cities from the available list of cities for writing the exam. In dynamic data 

sets, changes or updations may take place during data processing. Data streams are static data sets received from 

single source or multiple sources arriving at high rate. Figure 1 gives an overview of the concept of Data 

mining.   

 

Information containted on these sets of data may have flaws and faults at the time of recording and this may 
cause errors during process. Detecting the erroneous pattern is a very crucial task in data mining and such 

patterns are termed as anomalies or outliers.  An outlier can be defined as a point or an object in a data set that is 

completely different from all the other objects. So mining the unusual pattern from the raw data is beneficial in 

the fields of intrusion detection, human gate analysis, credit card fraud detection etc. In real world, outliers may 

occur in any circumstances like errors that occur during the reading of a physical instrument or in a program 

fragment. 

 

A variety of techniques are available to detect outliers in static data sets and data streams. The density based 

method is a generally accepted method for extracting outliers from static data sets. It finds out the anomalous 

point on the basis of local outliers [2]. But the detection accuracy of these results is poor in stream data. The 

reason is that at a time only a portion of data is available for detection and this leads to updation in results [3]. 
Incremental version of LOF method is adopted to detect outliers in data streams[4]. But this method couldn't 

satisfy the accuracy, space and time efficiency in results [5] [6]. This paper identifies the metrices that can be 
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used in outlier detection and proposes a generalized frame work that depicts the combination of distance-

density-clustering based approach to detect outliers in the information set.  

 

Figure: 

 

 
Figure 1 Data Mining: An Overview 

 

This paper is organized as follows: Section II introduces the related works done so far. Section III identifies the 

design metrics and proposes an architectural design of the method. Section IV provides certain research 

directions and Section V concludes the paper. 

 

2. RELATED WORKS 
Most of the works on outlier detection is focused on static data sets in which all  data are available in memory. 

Generally  the outlier detection mechanisms can be classified into five categories. They are depth based, 

distribution based, clustering based, distance based and density based[7]. This is shown in figure 2. 

Figure: 

 

 
Figure 2 Classification of outlier detection 

 

http://www.ijesrt.com/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/


  ISSN: 2277-9655 

[Aict 2019]  Impact Factor: 5.164 

IC™ Value: 3.00  CODEN: IJESS7 

http: // www.ijesrt.com© International Journal of Engineering Sciences & Research Technology 

 [96] 

    
IJESRT is licensed under a Creative Commons Attribution 4.0 International License. 

Depth based approach is an example of a model based approach independent of data distribution in which it 

arranged the data points in a convex hull [7]. Here the points which are lying on the border are considered as 

outliers and inliers are those that are concentrated on the center of the convex hull. 

 

In distribution based outlier detection the points are arranged on the basis of a probabilistic model[8][9]. The 

main disadvantage of this technique is the lack of knowledge on the underlying data distributions. 

 

The remaining categories are distance based, clustering based and density based, which can also be applied to 

detect anomalies from data streams [5]. Clustering techniques are used to build   a cluster model on the basis of 

the underlying data distribution[10][11]. Clusters having smaller density are interpreted as outliers and are 

omitted from the clustering model. It is focused on make clustering rather than detecting outliers [12] [13][14]. 

The distance based technique calculates the distance between the points in the data sets [15]. If an object is 
farthest from all the other points, it is considered as an outlier and all the other points are inliers. Distance based 

method have local and global variants. Local distance method can extract the outliers more effectively from 

stream data [16][17]. 

 

Density based method adopted a more effective way to search and clean the outliers [18]. Like distance based 

technique it has both local and global variants. It is based on the number of points  around an object or the 

density of a cluster. The basic method adopted here is LOF(Local outlier factor),which finds out the nearest 

neighbor and the local reachability density of each point [6]. 

 

3. DESIGN METRICES AND ARCHITECTURAL DESIGN 
This section depicts the metrices used in performance evaluation and an architectural design for performing the 

outleirness of an object. 

 

The performance evaluation is interpreted in terms of three factors - ROC curve, run time and number of data 

points residing in the memory.ROC(Receiver Operating Characteristics) is plotted using true positive rate versus 

the false positive rate. The model can distinguish the points and assign the points to the appropriate classes. 

 

Figure: 

 
 

Figure 3 Architectural design 
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The stream data actually obtained from the data ware house contains missing and redundant values. These 

duplicate and missed values can be eliminated with the help of a pre-processing tool known as Pandas. Pandas  

is an open source data analysis tool available in the Python library. The actual method is performed using the 

combined algorithms of density based method (LOF),distance(KNN) and clustering-based method(K-means). 

The proposed architectural design is depicted in figure 3. 

Terms used in Area under curve(AUC) and ROC: 

 

Formulae: 

TPR/Sensitivity = TP / (TP+FN) ,TP -- True Positive, FN -- False Negative     (i) 

 

Specificity = TN/(TN+FP) ,TN -- True Negative , FP -- False Positive              (ii) 
 

              FPR = (1-specificity)                                                                                                    (iii) 

 

FPR = FP/(TN+FP)                                                                                                       (iv) 

 

4. RESEARCH DIRECTIONS 
The outliers can be detected through the combinations of algorithms specified in distance, density and clustering 

based methods. As a research direction, the detection of anomalies in the data stream can be predicted with the 

help of a learning model. The actual input of the learning model is data stream and the output is the outliers 
detected by the learned model. Figure 4 gives an overview of the proposed model. 

 

The data sets used are Lympho, Vowels, Letter Recognition and Pendigits from UCI machine learning datasets. 

Table 1 lists the number of points and the number of attributes used in these UCI data sets. The Lymphography 

data sets consist of 4 classes out of which 2 are quite small. The 2 small classes are merged and considered as 

outlier classes compared to other big classes. The Japanese vowel data set consists of nine male speakers, 

uttering two Japanese vowels /ae/ successively. 

 

The letter recognition data sets identify the black and white rectangular pixels which denote the 26 capital letters 

in the English alphabet. Pendigits(Pen-Based recognition of Hand written Digits data sets) create a database 

consisting of 250 samples from 44 writers. 

Figure: 

 
Figure 4 Research Directions 
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Table: 

 
Table 1. UCI datasets 

Data set Number of 
points 

Number of 
Attributes 

Lympho 148 18 

Vowels 1456 12 

Letter 

Recoginition 

1600 32 

Pendigits 6870 16 

 

5. CONCLUSION AND FUTURE WORK 
The proposed method is more convenient and efficient approach for detecting the outliers from data stream as it 

is a combinations of  distance, density and clustering  based approaches. Supervised distance measures in the 

distance based technique gives more accuracy and lesser time complexity in results. Here it also studies the 

metrices used for detecting the degree of anomalous point in the data streams. 

 

Detecting anomalous points from the data streams leads to better performance in many applications like video 

surveillance,wireless sensor networks, credit card fraud detection etc. 

 

This fragment should obviously state the foremost conclusions of the exploration and give a coherent 
explanation of their significance and consequence. 

 

As a future work, we can generate a learning model which will predict the outlierness of an object without 

the involvement of algorithms. 
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